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Fig. 1. Left: Illustration showing a person with VI in front of a crossroad and holding the audio-vibratory
YAH map mobile device. Right: Photo of a participant with VI using the smartphone based prototype during
the on-site evaluation.

Self-localization and wayfinding are challenging tasks for people with visual impairments (PVIs), severely
impacting independent mobility. Visual “You-are-here” (YAH) maps are useful for assisting local wayfinding
of sighted users. They are used to self-localize and display points of interest, landmarks and routes in the
surroundings. However, these maps are not always available and rarely accessible to PVIs. Relying on an
iterative participatory design process with eight end-users with visual impairments, we created a proof of
concept of a mobile audio-vibratory YAH map. Our design is based on either a tablet or a smartphone to
ensure a small and portable solution. A user study with ten PVIs showed that the audio-vibratory YAH map
that we designed provides the user with a good understanding of the surroundings and wayfinding cues.
Surprisingly, the results show that the audio-vibratory YAH map prototype was as usable as the control
condition (audio-tactile YAH map with a tactile overlay), with similar user satisfaction and cognitive load. A
follow-up field study with two participants showed the effectiveness of the prototype for assisting in crossroad
understanding. To conclude, our innovative design of a mobile audio-vibratory YAH map can overcome the
portability and printing issues associated with tactile overlays and can be an appropriate solution for assisting
the pedestrian navigation of PVIs.
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1 Introduction
You-are-here (YAH) maps are fixed reference maps strategically located in the environment, fea-
turing a symbol to indicate the user’s current location (self-localization) and assisting with local
orientation and spatial cues [29]. They are used in complex areas and intend to ease wayfinding
[27, 29]. They can assist in different cognitive processes important in wayfinding, such as self-
localization, orientation and route selection. The utility of YAH maps is verified if a number of rules
are respected: they must be located at decision points where people need assistance and should
contain architectural elements and labels (e.g., buildings’ or streets’ names and numbers) so that
the user can relate the environment to the map [27, 30, 32].
YAH maps can be of great interest to PVIs who struggle with self-localization and wayfinding

[32], because they provide faster and more accurate self-localization compared to regular maps
[35]. In-situ placement and alignment of YAH maps within the environment are key features for
their effectiveness in orientation and wayfinding [29].

Terminals with adapted tactile YAH maps can be placed at some locations, such as train stations
or museums, but they are rare and eventually difficult to locate for PVIs. YAH maps terminals
(sometimes called kiosks) cannot be placed in challenging situations for PVIs, such as crossroads for
instance. Numerous tools have been developed to aid PVIs in cognitive mapping and wayfinding,
primarily when preparing a journey. Tactile maps – e.g. raised line maps on paper sheets – can
assist cognitive mapping at home or school [39], but they cannot be used as mobile YAH maps
because they are bulky, non-updatable, and require a prior decision on where to display the YAH
symbol. Some mobile systems [5] can assist in for on-site wayfinding and obstacle detection by
relying on audio, tactile, or vibratory feedback but lack the YAH map functions.

Weber et al. [45] presented a mobile audio-tactile YAH map system for PVIs based on an actuated
pin-matrix display. The participants were able to effectively use the system after a short training
period, successfully self-localizing and identifying surrounding streets and nearby points of interest.
However, the authors pointed out that the lack of portability of the prototype was a significant
limitation, suggesting that future studies should focus on enhancing the system’s portability by
employing embedded systems. Building on this insight, our study aimed to address the portability
issue while maintaining all the functional aspects of a YAH map, ensuring that users can have a
seamless and practical wayfinding experience. In this study, we relied on a participatory design
process to create accessible digital mobile YAH maps for PVIs. Our aim was to design and evaluate
an audio-vibratory prototype based on widely used devices (tablet or smartphone), which does
not require a tactile overlay (e.g. raised-line map) and provides the VI user with an adapted YAH
map that is generated on the fly, at their current location. In this study, we focused on crossroads
because they present a challenging task in pedestrian navigation [3].
Our study included eighteen PVIs who participated in either the participatory design or the

final evaluation of the device. The participatory design process involved eight participants and
consisted of two main phases: observing user experiences with interactive maps of varying sizes
and integrating end-users’ design preferences into a prototype. We then conducted a user study
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with ten participants to compare two mobile audio-vibratory (AV) YAH maps (displayed on a tablet
or a smartphone) to a control condition based on an interactive audio-tactile (AT) YAH map with a
tactile overlay. The results show that the AV-YAH maps provided effective understanding of the
crossroad and helped find a path to the destination. Contrary to our hypothesis, the AV-YAH map,
appeared to be as efficient and satisfying as the AT YAH map with the physical tactile cues. A
follow-up study with two participants in a real-world crossroad further supported the usability of
the AV-YAH map for understanding and navigating unfamiliar crossroads.
Our contributions are: 1) the design of audio-vibratory YAH maps for mobile devices, 2) an

evaluation demonstrating that these mobile audio-vibratory YAH maps are usable in terms of
efficiency, cognitive load, and user satisfaction, and 3) evidence showing that small - e.g., smartphone
size - audio-vibratory YAH maps are usable in a real-world environment.

2 Related Works
2.1 Navigation Aids for People with Visual Impairments
Independent navigation is a challenging task for PVIs [12]. In addition to immediate sensing related
to mobility (obstacles and paths), PVIs need to know about landmarks and routes that sighted
people can easily get by sight [2, 41]. Raised-line and 3D-printed maps [34] can assist PVIs in
cognitive mapping and wayfinding, but they are cumbersome and impossible to update on the fly.
They are mostly used at home or at the education center to prepare for a journey.

Various assistive technologies have been proposed for independent mobility and orientation
[5]. Based on different sensors (cameras, ultrasounds, beacons, etc.), these devices can assist in
wayfinding and obstacle detection. For instance, BlindSquare 1 and Lazarillo 2 are adapted com-
mercial applications for assisting navigation. BlindSquare can display the direction of the user as
well as information about the surroundings. Similarly, Microsoft Soundscape 3 provides the user
with 3D audio cues to improve awareness about the surroundings. Lazarillo provides turn-by-turn
guidance.

Their usability and utility have been demonstrated [6, 13, 36]. However, they cannot be used as
a mobile YAH map to understand the surroundings, and it is difficult to get a mental image of the
surroundings using it. But, obviously, the design of adapted mobile YAH maps could build upon
these mobility and orientation assistive devices.

2.2 Tactile and Audio-Tactile Maps
The transformation of visual information into tactile information is usually made by experts and
relies on rules and recommendations (e.g., BANA). Recent studies provide additional guidelines
regarding the production of adapted tactile maps [20, 21]. Among the most important guidelines,
the map should contain only essential information and avoid clutter. Different areas of the map
should be easily distinguishable by touch to prevent confusion. Consistency - meaning the same
symbol should consistently represent similar features across different maps - and discriminability
of the symbols are also crucial.

Interactive audio-tactile maps are devices where a tactile map is overlaid on a touchscreen. Verbal
descriptions are triggered when the user touches points of interest on the tactile map. Several
authors have shown that interactive audio-tactile maps are useful for spatial learning [1]. Brock
et al. showed that interactive audio-tactile maps are more efficient (shorter learning time), with
improved usability and user satisfaction when compared to regular raised-line maps with braille

1https://www.blindsquare.com/about/
2https://lazarillo.app/theapp/
3https://www.microsoft.com/en-us/research/product/soundscape/
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legends [8]. Similarly, Griffin et al., compared cognitive mapping between a regular tactile map
and an audio-tactile map, and their results were significantly better with the audio-tactile map
[18]. Another study showed that more than half of 22 participants can describe a location after the
exploration of an audio-tactile map [31].
Overall, tactile and audio-tactile devices have important limitations for real setting navigation.

They are cumbersome and difficult to use on-site because they rely on a tactile overlay that must
be prepared in advance. In addition, they cannot be updated easily, which means that the user must
prepare and print several overlays for each journey. In addition, the user should precisely know the
location where to put the YAH symbol and should be able to reach that location in the real settings
before exploring the YAH map. Given these reasons, it is not reasonable to consider interactive
audio-tactile maps with a tactile overlay as a viable solution for providing real settings YAH maps.
A prototype of audio-tactile YAH map for PVIs has been introduced by Weber et al. [45]. The

system was based on an actuated pin-matrix array that displays map elements, as well as the user’s
updated location and heading direction. The device can be used with a mobile phone or a Wiimote
cane, which provides audio feedback regarding nearby streets and points of interest when the user
touches the corresponding symbols on the display. The on-site evaluation with eight legally blind
and eight blindfolded participants showed promising results: the participants were able to locate
themselves and understand an unfamiliar environment. Although promising, the device is not
commercially available. Indeed, it is weighty and relies on an expensive technology. In addition, it
is bulky and can hardly be used in real settings. Finally, contrary to the smartphone, it is a device
dedicated to only one usage, which is a PVI’s concern.

2.3 Audio and Vibratory Feedback when Exploring Digital Drawings with the Fingers
Tactile drawings with raised lines are widely used by PVIs because they provide rich and efficient
tactile cues when exploring maps and graphics. However, tactile feedback is not the only feedback
that can convey graphical information during finger-based exploration. For example, Zhao et al.,
have designed an on-hand vibrotactile interface that can improve the exploration of digital drawings
[46]. VibHand extends regular tablet vibrations by incorporating directional and progression cues
through four vibrators positioned on the back of the hand. The user study showed an improvement
in terms of speed and accuracy of digital graphic exploration with VibHand compared to tablet
vibration only. Bardot et al. have designed another technique to explore a virtual map based on
audio and vibratory feedback from a smartwatch [4]. Tennison et al., showed that accessing and
navigating graphical information through a touchscreen was more efficient and preferred to tactile
prints [38]. In a comparative study of different feedback (audio only, audio and tablet vibration,
audio and ring vibration), Adams et al. showed that the combination of audio and tablet vibration
leads to the best performance in the evaluation of directions and distances [1]. Giudice et al. have
shown that an audio-vibratory interface is a viable multimodal solution to support spatial learning
and provide access to dynamic visual content [17]. Indeed, in a comparative study between vibro-
audio devices and tactile documents, bar graph comprehension, pattern recognition and shape
discrimination reached similar performances. In another study, Giudice et al., compared spatial
knowledge transfer to on-site navigation between audio-vibratory and audio-tactile maps [16]. The
results observed on a spatial task show that audio-vibratory maps can support spatial learning and
navigation. Su et al. also showed that audio feedback is useful for guiding PVIs’ finger on a tactile
screen and can help to effectively convey complex geometry [37].
All these studies show that audio and vibratory feedback could be an appropriate solution to

design mobile YAH maps generated on the fly.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ISS, Article 551. Publication date: December 2024.



Audio-Vibratory You-Are-Here Mobile Maps for People with Visual Impairments 551:5

Fig. 2. Main steps of the participatory design process.

2.4 ResearchQuestions
PVIs face challenges in independent navigation that require more than obstacle detection. They
need spatial information about their surroundings, including the localization of landmarks and
routes. Regular raised-line maps can provide this spatial knowledge but they are not adapted to
on-site navigation. Navigation technologies can provide turn by turn assistance but are not designed
to assist in building a mental map of the surroundings. Relying on the effectiveness of audio and
vibratory feedback displayed on mobile devices, we aimed to design an innovative portable YAH
map that can be displayed on the fly, when reaching a difficult place such as a crossroad. In this
study, targeting this goal, we defined the following four research questions:

• RQ#1: How to design an AV-YAH map for PVIs displayed on an on-the-shelf mobile device?
• RQ#2: Can an AV-YAH map be usable for cognitive mapping of unfamiliar environments?
• RQ#3: Is there a size effect on AV-YAHmaps, i.e. can a phone-size mobile map be as acceptable
and efficient as a tablet-size mobile map?

• RQ#4: Can an AV-YAH map prototype be usable in real settings?

3 Participatory Design of a Mobile AV-YAH Map
During the participatory design, we addressed RQ#1 on how to design an AV-YAH map for PVIs
relying on an on-the-shelf mobile device. Our final goal was to create a prototype that: i) can easily
be carried onsite (smartphone or tablet), ii) is usable when exploring with the fingers, and iii) can
assist PVIs to self-localize and get spatial information related to the immediate surroundings (e.g.
when facing a crossroad).

Interactive audio-tactile maps are useful for PVIs in getting spatial knowledge independently,
and they are more and more adopted in special education centers as teaching tools [9]. Thus, we
started by observing the different usages and experiences of PVIs using interactive audio-tactile
maps of various sizes. For this purpose, three focus groups were conducted with eight participants.
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Then, we organized iterative design sessions including two brainstorming sessions, two focus
groups and two individual sessions with two end-users.

3.1 Participants
In total eight participants were recruited. Tactile reading expertise was subjectively evaluated by
the participants according to their experience with tactile documents. Participants who asserted
they had no prior experience reading tactile documents were categorized as novices. Those who
reported using tactile documents were classified as experts.

Table 1. Details about the focus groups (FG) and individual session (IS) participants (age, M=49.9, SD=16.9).
The visual status is defined according to the World Health Organization classification of vision impairment
(VI). Each focus group included one blind HCI researcher and one or two sighted HCI researchers.

Participant ID Age Gender Visual Status Tactile Reading Expertise Focus Group

P1 52 F Severe VI Novice FG1
P2 54 M Blindness Novice FG1
P3 49 M Blindness Novice FG1
P4 35 F Severe VI Novice FG2
P5 50 M Blindness Novice FG2
P6 19 M Blindness Novice FG2
P7 69 F Blindness Expert FG3,4,5 and IS1
P8 71 M Blindness Expert FG3,4,5 and IS2

The research team involved four experts in Human-Computer Interaction (HCI), including one
legally blind. This blind researcher is an expert tactile reader, frequently using tactile maps, and
has contributed to several projects focused on the design of accessible maps for PVIs. His expertise
played a significant role in informing the design process, ensuring that the needs and preferences
of all the participants were carefully considered during the different steps of the iterative process.

3.2 Observation Phase
Our study started with observations in the special education center we collaborate with. The goal
was to observe how PVIs use interactive audio-tactile maps, as well as individual differences related
to their tactile reading skills.

3.2.1 Materials. The special education center uses interactive audio-tactile maps. They put raised-
line graphics overlays on commercial tablets with a home-made software that we distributed freely.
The software triggers audio sounds or verbal descriptions according to the finger’s location on
the drawing. Using this device, a user with VI can explore drawings independently and does not
need to be a braille reader. They use A3 and A4 size maps. They never use smaller maps because
teachers consider them as too small.

Tactile Maps. Crossroads are among the most critical steps during a wayfinding task. We prepared
two audio-tactile maps representing a crossroad near the special education center (see Figure 3). The
map content and styles were inspired by [21]. The maps show essential geographical information
including streets, islands, pedestrian crossings, and buildings. They were printed on medium (22
cm x 14 cm, e.g. A4 like) and large size (A3) swell sheets.

Audio Interactions. We created a XML file describing the interactive zones and audio descriptions.
The audio descriptions were inspired by [23]. As recommended by a tactile document maker, we
added interaction points (empty circles) that are easy to locate by touch on all the essential elements
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Fig. 3. P2 exploring an audio-tactile map of two different sizes: large tactile screen (A3 size) on the left and
tablet (A5 size) on the right. The audio-tactile map is made of a tactile overlay placed over a touch sensitive
screen or tablet. Audio descriptions are triggered when the user touches interactive zones of the tactile
drawing.

of the map, as well as for the legend, title, and general description. The interaction points provide a
general description of the map as well as information about the street names, pedestrian crossings
(including accessibility features), surrounding buildings (including names of the shops in each
building) and parks.

Devices. We used two touch sensitive screens with different sizes: i) a large one based on a Dell
Flat Panel Monitor P2418HTt, and ii) a medium size one based on a Huawei Mediapad M5 Lite 09
tablet.

3.2.2 Focus Groups with VI users. FG#1-3 (see Table 1 for details about the participants) demon-
strated that large audio-tactile maps are accessible to PVIs regardless of their tactile reading skills. In
FG#1, novices were able to complete wayfinding tasks and identify essential geographical features.
They also claimed to “understand the complexity of the crossroad” (P3) and “locate shops, buildings
and pedestrian crossings” (P2). However, FG#1 and FG#2 revealed that novices struggled with
smaller tablet-size maps. Despite these difficulties, P5 and P6 showed interest in audio-tactile maps
if it could help them to know “Where I am”. In FG#3, expert participants successfully completed
tasks on both large and medium devices and expressed a preference for the medium size due
to better portability and better efficiency. P7 said that the tablet size is “more portable and less
cumbersome” and P8 that “it gives a better representation of the map”.
In summary, the three focus groups indicated that large audio-tactile maps were generally

accessible for PVIs, regardless of tactile reading expertise. On the other hand, medium-sized maps
were deemed beneficial mainly for experienced tactile readers.

3.3 Iterative Prototyping Phase
As the large audio-tactile map could not be used as a portable device, we started designing a mobile
AV-YAHmap displayed on a tablet. According to the lessons learned in the previous workshops, this
device would be more suitable for advanced readers. One of the challenges consisted in replacing
tactile cues with vibratory cues. We recruited two participants (P7 and P8) and started an iterative
design process with them, including two brainstorming sessions (BS#1-2), two focus groups (FG#4-5)
and two individual sessions (IS#1-2) (see Figure 2).
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3.3.1 Initial Design of the AV-YAH Map Prototype. We used the same tablet as in the previous
sessions. The selection of map elements was made according to the limited space available on the
tablet. We relied on the needs mentioned by Orientation and Mobility instructors when dealing
with street crossing [40], with consideration to the available data on OpenStreetMap. Essential
features for street navigation are streets, pedestrian crossings [40], traffic lights [14], buildings,
grassy areas and sidewalks, as well as public transportation stops [14]. Their geometry must be
simplified according to the BANA [7]. In order to create an interactive YAH map, we added two
interactive points for the map description and orientation, as well as the YAH symbol. Table 2
summarizes all the YAH map elements.

Table 2. Tactile YAH map elements.

Interac-
tion
Point

Street Pedestrian
Cross-
ing

Bus Stop Building
Blocks
and
Parks

Map
Orien-
tation
Symbol

General
Descrip-
tion
Symbol

YAH
Symbol

Shape Circle Line on
each side

Parallel
rectan-
gles

Solid Tri-
angle

Paralle-
logram

Circle on
the right
side

Circle on
the left
side

Triangle

Filling
Texture

Empty Empty Filled Filled Specific
texture

Filled Filled Empty

We created a first prototype with an imaginary crossroad where all the tactile cues were replaced
by vibratory cues (see Figure 4). The first informal tests with the blind researcher showed that
finding an interactive point in an open area was difficult. Hence, we modified the map design by 1)
removing interaction points in open areas, 2) triggering a continuous vibration while the finger is
within an area, and 3) simultaneously triggering a single audio description (see Figure 4). We did
additional informal tests showing that this prototype is more usable.

3.3.2 Iterative Design with PVIs. The first testing session aimed at: i) identifying different vibratory
“textures” and ii) avoiding continuous vibrations that can be tiring. We tested several vibratory
patterns, and we designed two maps with either discrete (Design 1) or continuous (Design 2)
vibrations.

In FG#4, we compared the discrete and continuous vibrations with two users with tactile reading
expertise (P7 and P8). Each of them had one tablet and was free to explore the interactive AV maps.
After the exploration, we gave them the tactile maps corresponding to the explored AV maps. They
had then to tell us whether the AV map provided a good mental representation of the crossroad.
Both P7 and P8 provided encouraging and valuable feedback. P7 said “we need to focus more
(than with the tactile map), but the AV map is completely understandable” and P8 said, “the AV
map is understandable, but I would prefer to have different vibrations on different elements of the
map”. They both preferred continuous vibrations (Design 2). P7 said: “it’s confusing when both the
audio-description and the vibration stop, and you get no more feedback”. P8 added: “we no longer
know where we are”. They also suggested adding a bracelet to hold the device when being on-site.
In FG#5, we created an AV map with distinctive vibratory patterns inspired from [25], and we

added a bracelet to hold the device more easily (see Figure 5). The participants confirmed the
importance of the bracelet and continuous vibrations. They paid more attention to the audio-
descriptions than to the vibratory textures, which, finally, did not appear as mandatory to them.
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Fig. 4. Left: Example of an audio-tactile map printed on a raised-line paper sheet. Right: audio-vibratory map
corresponding to the audio-tactile map on the left. The areas outlined in red are associated with a specific
vibratory pattern (“vibratory texture”) and audio description.

Finally, we organized two discussion sessions with P7 and P8 independently in order to prepare
the comparative user study. During this session, they were free to explore the AV maps and they
enjoyed the prototype. They easily answered spatial questions (e.g., locating points of interest,
finding a path, answering orientation questions). Interestingly, P7 mentioned that she would like
to have the same map on the smartphone because it is smaller, more manageable, and because
"everyone has a smartphone now". We had the same discussion later on with P8, and he confirmed
the P7 suggestions.

3.4 Summary of the Participatory Design Sessions
The observations made during the participatory design process showed that it is possible to design
medium size AV maps that are usable by experienced tactile readers. Some users expressed interest
in a smartphone size map because they already own a smartphone and because it would be easier
to use onsite. This suggestion was contradicted by the tactile document maker helping in our study
and having said that the smartphone size is too small.

We decided to include the smartphone size device in our study, and we designed a comparative
study with three different devices: i) a medium size audio-tactile map (with a tactile overlay placed
over the screen) as the control condition, ii) a medium size audio-vibratory (AV) map, and iii) a
small size audio-vibratory (AV) map.

4 User Study
In this study, we addressed RQ#2 (Is an AV-YAH map usable for mapping an unfamiliar environ-
ment?) and RQ#3 (Is there a size effect on mobile AV-YAH maps, i.e. can a phone-size mobile
AV-YAH map be as usable as a tablet-size mobile AV-YAH map?) Our study got approval from the
university ethics committee (n° 2024_837).

4.1 Hypotheses
Because tactile maps provide cues that are easy to integrate, especially for PVIs with tactile reading
expertise, we set up the following hypotheses:

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ISS, Article 551. Publication date: December 2024.
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• H1: The medium size AV-YAH map is usable (measuring efficiency, cognitive load and satis-
faction).
– H1.1: But less usable than the medium size audio-tactile AT-YAH map.

• H2: The small size AV-YAH map is not usable (or eventually less usable than the two other
devices).

4.2 Participants
We recruited ten PVIs (Table 3) with tactile reading expertise subjectively assessed as good. None
of them took part in the participatory design process. All of them gave their consent to participate
to the study. They all use a long cane for mobility.

Table 3. Details about the participants (age M=56.7, SD=12.3). The visual status is defined according to the
World Health Organization classification of VI. All participants use a long cane for mobility. None of them
has a guide dog.

ID Gender Age Visual Status Assistive Device for Navigation Street Navigation
SP1 M 64 Blindness Google Maps Independent
SP2 F 66 Blindness None Accompanied
SP3 F 63 Blindness Apple Plans Independent
SP4 M 56 Blindness None Independent
SP5 F 57 Severe VI Google Maps Independent
SP6 F 24 Moderate VI Apple Plans, Moovit, Local Bus Application Independent
SP7 F 52 Severe VI Google Maps Independent
SP8 M 64 Moderate VI Cane with TOM POUCE® 3, Apple Plans Independent
SP9 M 58 Blindness None Independent
SP10 F 63 Blindness None Independent

4.3 Materials and Methods
4.3.1 Interactive Devices. In this study, we compared three devices: an AT-YAH map as the control
condition, and two AV-YAH maps with different sizes (see Figure 5). The first condition, called
Audio-Tactile Tablet (AT-T), included a raised-line overlay placed over the touchscreen of a Huawei
Mediapad M5 Lite 09 tablet (22cm x 14cm) with a 3D printed case to maintain the overlay over
the screen. The second condition, called Audio-Vibratory Tablet (AV-T), was running on the same
tablet, without any tactile overlay but with tablet vibrations. The users can hold the tablet on their
forearm with a bracelet (see Figure 5). The Audio-Vibratory Smartphone (AV-S) condition was like
the AV-T condition but with a smaller Samsung A32 smartphone (15.5 cm x 7 cm).

4.3.2 Maps. To ensure that the conditions are comparable, we created imaginarymaps representing
road intersections with the same elements and interactions but that were moved apart (see Figure 6).
Eachmap contains six essential geographical data: streets, pedestrian crossings, transportation stops,
buildings, green parks, and car parks. Three interactive symbols indicate the general description
and the orientation of the map, as well as the YAH location. The maps fit the size of the devices,
i.e., 22 cm x 14 cm for the tablet-sized maps, and 15.5 cm x 7 cm for the smartphone-sized maps.

We created 9 maps in total: three were used for the familiarization stage, and the other six for the
test stage (i.e., one familiarization and two test maps per device). The crossroads contain three or
four branches with thirteen or sixteen points of interest, respectively (see Figure 6). To avoid biases
related to street names, we choose fictional names based on flowers (Tulip Street, Lilac Street, etc.).
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Fig. 5. a) Audio-Tactile Tablet (AT-T), b) Audio-Vibratory Tablet (AV-T), c) Audio-Vibratory Smartphone (AV-S),
d) shows the adhesive bracelet placed around the forearm.

4.3.3 Interactive Audio Descriptions. Each element of the map was associated with a specific texture
(tactile or vibratory) and an audio description (text to speech). The three interactive symbols were
represented as tactile circles on the AT maps and stickers on the AV maps (see Figure 6):
(1) General description with the number of branches and the number of points of interest (POIs).

For instance: "This map shows a T-like 3-branch crossroad. You can find 13 points of interest".
(2) Orientation symbol. For instance: " This map is oriented to the south ".
(3) YAH symbol allowing participants to find their current location on the map: “You are here”.

4.4 Design and Procedure
The study followed a within-subject design with three conditions (AT-T, AV-T, AV-S). The protocol
consisted in three steps including: the familiarization, the evaluation of the three conditions, and
the completion of two questionnaires (NASA TLX 4 and MeCue 5).

4.4.1 Familiarization. During the familiarization phase, participants were introduced to each
device. They were given five minutes to explore a map on each device and find ten points of
interest. Then they were given five minutes for doing one wayfinding task per map. They were
encouraged to ask questions if needed. During this stage participants felt more confident in using
the prototypes.

4.4.2 Test. Participants did two tasks on each device.
Task 1: To find and verbally mention all the points of interest (thirteen or sixteen per map) within

a 5-minute time limit. The task was considered as completed when all the points of interest were
identified. We asked them to say the name of each element to make sure it was not an accidental
touch.

4https://humansystems.arc.NASA.gov/groups/tlx/
5http://mecue.de/english/home.html

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ISS, Article 551. Publication date: December 2024.



551:12 Elen Sargsyan, Bernard Oriola, Marcos Serrano, and Christophe Jouffrais

Fig. 6. The nine maps created for the user study.

Task 2: To complete two wayfinding tasks within a 5-minute time limit each. They were required
to verbally describe and then use their finger to show the route from the YAH symbol to a specific
destination (see Figure 7). In the example of Figure 7, the user must go from their actual location
(YAH location) to the bus stop represented by the filled triangle. The instruction was that they
can only cross the street using pedestrian crossings. To give a correct response, participants must
mention the names of the street, as well as the names of the stores or building encountered on the
way. A correct path description is illustrated here: "To get from my position to the bus stop, I need to
walk straight on Lilac Street until I reach the pedestrian crossing located on my right-hand side, which
leads me in front the store. From there, I turn left, and then use the pedestrian crossing on Tulip Street.
Then I turn left again and go to the pedestrian crossing on Rose Street. After that, I walk along the
research lab, until I reach the bus stop." If participants did not explicitly name all the landmarks, we
asked them to tell the missing names.

4.4.3 Questionnaires. After the test phase, participants were invited to answer two questionnaires
(NASA Task Load Index [15] and meCUE user experience [26]). The goal was to assess cognitive
load, subjective usability, and user experience with the devices.

4.4.4 Other Collected Data. We obtained informed consent from all the participants to record the
exploration session (audio and video of the hands). We measured the time participants took to
complete each task, including finding points of interest and performing wayfinding. If the verbatims
were not clear enough, we also asked open-ended questions after the test session. This qualitative
feedback provided deeper insights into participants’ perceptions, preferences, and challenges related
to using each device.
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Fig. 7. Example of a wayfinding task. This YAH map represents a crossroad with four streets, six different
buildings and three pedestrian crossings, with the YAH location (empty triangle) and destination (Bus stop,
filled triangle). The correct path is illustrated in pink for illustration purpose.

4.4.5 Data Analysis. We used descriptive statistics with the mean values and 95% confidence
intervals (see Figure 9, Figure 10, Figure 11 in Appendix). We verified the data distributions with
a Shapiro-Wilk test. For normal distributions with homogeneous variances, we used parametric
ANOVA tests. Otherwise, we used a non-parametric Friedman ANOVA. When necessary, we used
post-hoc tests (Tukey HSD for normal distributions, or Wilcoxon pairwise multiple comparisons
for non-normal distributions).

5 Results
5.1 User Performance
Task 1: All the participants were successful in locating all the points of interest in all three conditions.
The average times for locating one POI were: AT-T (9.3s, CI: 7.3, 11.2), AV-T (10.7s, CI:7.6, 13.1)
and AV-S (8.9s, CI:6.5, 10.9) (see Figure 8). According to the Shapiro-Wilk test, distributions were
normal (AT-T: W = .97, p = .85; AV-T: W = .9, p = .24; AV-S: W = .89, p = .18). The Levene’s test
showed that the variances were homogeneous (F (2, 27) = .38, p = .68). The ANOVA did not show
any significant time completion differences between the three devices (F (2, 27) = 0.55, p= 0.58).

Task 2: Except SP2, all the participants were successful in the wayfinding task with all the devices.
SP2 did not successfully complete one wayfinding task 6. Hence, we removed her data from the
analysis on wayfinding completion time. The wayfinding times were: AT-T: 49.0s, CI: 37.9, 64.4;
AV-T: 50.7s, CI: 38.3, 70.7; and AV-S: 40.9s, CI: 32.3, 51.6 (see Figure 8). According to the Shapiro-Wilk
test, distributions were normal (Tactile: W = 0.84, p = 0.058; Tablet: W = 0.85, p = 0.079; Phone: W =
0.88, p = 0.19). The Levene’s test shows that the variances were homogeneous across devices (F (2,
24) = 0.24, p = 0.79). The ANOVA test did not show a significant difference between devices (F (2,
24) = 0.56, p= 0.57).
6SP2 did not successfully complete at least one task on any device. We instructed participants to use pedestrian crossings
when crossing streets. Regardless of this instruction, SP2 continued crossing the streets without using the pedestrian
crossings
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Table 4. Nasa and meCUE dimensions with no significant differences between devices.

NASA-TLX
Dimension

Statistics (F
for ANOVA
and 𝜒2 for
Friedman)

p-value meCUE
Dimension

Statistics (F
for ANOVA
and 𝜒2 for
Friedman)

p-value

Mental F (2,27) = 1.26 .3 Usefulness 𝜒2 (2) = .66 .72
Physical 𝜒2 (2) = 3.9 .14 Usability 𝜒2 (2) = 2.74 .25
Temporal 𝜒2 (2) = 1.28 .52 Commitment 𝜒2 (2) = .62 .74
Effort 𝜒2 (2) = 4.9 .08 Visual Aes-

thetics
F (2,27) = .02 .98

Frustration 𝜒2 (2) = .55 .76 Status F (2,27) = .01 .99
Intention to
use

F (2,27) = .019 .98

Loyalty F (2,27) = .21 .81
Overall F (2,27) = .05 .95

The results on tasks 1 and 2 confirm hypothesis H1 but do not confirm hypotheses H1.1 and H2.
These results are surprising, considering the existence of tactile cues on the AT-T device and the
tactile reading expertise of the participants. We expected a significant difference in favor of the
audio-tactile maps. Although an absence of effect is not a significant result, it tends to show that
users performed similarly with the audio-vibratory devices. Converging observations were made
with the absence of difference between the success rate (correct answer rate) using each device.
The Friedman test [𝜒2(2) = 2, p = .37] did not show any significant differences (AT-T: 75%, [51.9,
98.1]; AV-T: 80%, [59.6, 100] and AV-S: 90% [79, 100]).

5.2 Cognitive Load and User Experience
In line with the results on performance, we did not find any significant differences between the
three devices for the NASA-TLX dimensions 7 (see Table 4).
We found statistically significant differences between devices in Positive [F (2,27) = 4.57, p =

.0195] andNegative Emotions [F (2,27) = 7.04, p = .003]. A Tukey post-hoc test showed a significant
difference in Positive emotions between the phone and the tablets (AV-S vs. AV-T, p = .01; AV-S vs.
AT-T, p = .01). Indeed, the participants found that medium size maps on tablets (AT-T, M=3.95 [2.95,
5.18] and AV-T, M=3.7 [2.75, 4.8]) induce significantly more positive emotions than the small map
presented on smartphone (AV-S, M=1.97, [1.48, 2.65]). Coherently, the participants found that the
tablet devices (AT-T, M=1.75 [1.33, 2.22] and AV-T, M = 1.9 [1.43, 2.3]) induce significantly fewer
negative emotions as compared to the smartphone (AV-S, M = 3.4 [2.68, 4.55]). The Tukey post-hoc
test confirmed the significant difference in Negative emotions (AV-S vs. AV-T, p = .005; AV-S vs.
AT-T, p = .012). Thus, the maps displayed on a tablet are judged as more enjoyable than the maps
on a smartphone. These results are not in line with the intention to use because five over eight
participants said that they would prefer using a smartphone-based YAH map in real settings. More
details concerning participants’ feedback are discussed in the following section.

7More details on average scores with 95% CI for NASA TLX and meCUE are in Figure 10 and Figure 11.
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5.3 Participants’ Feedback
5.3.1 AT vs. AV Maps: Pros and Cons. Participants acknowledged the efficacy of the audio-tactile
(AT) maps, but they are aware of their limitations and drawbacks. All participants recognized that
AT maps are usable but noted their impracticalities. SP4 said, “I think relief brings a lot, but it’s
something that can’t be carried on. You must be realistic.” SP6 mentioned that the tactile maps have
an added value, which is “to better detect outlines and feel shapes” but tactile maps have drawbacks
because of the necessity to print the overlays. She added that AV maps can be used independently.
SP3 raised concerns about the cost and unique usage of tactile maps. She mentioned the fact that
tactile maps are expensive, and once she has used it, she not need it anymore: “It’s a waste of paper".
All participants except SP2 and SP10 considered using AV-YAH maps in real settings.

5.3.2 Tablet vs Phone Size: Pros and Cons. Preference for Tablet. SP5, SP6, and SP7 favored the
tablet size YAH map for its practicality. SP5 said, “if I had to choose between the three devices, I
would take the tablet for its practicality (in everyday setting)." SP6 explained, “it’s very intuitive
for all three devices, but I have a slight preference for the tablet”. She explained that she has some
experience with tablets” and she added, “you can have it with you all the time, you just open your
bag and use it, I find it really convenient”. It is interesting to note that SP5, SP6 and SP7 have
residual vision.
Preference for Smartphone. SP1, SP3, SP4, SP8 and SP9 leaned towards the smartphone due

to smaller size and convenience. Interestingly, all of them are blind except SP8. SP3 explained, "I
prefer the phone because I’m blind and the tablet screen doesn’t give me anything extra, my phone
serves me for everything, and the size is large enough.". SP1 claimed that "the phone is the most
convenient, we have it in our hands at all times ". According to SP4, "The tablet doesn’t interest me
because it’s a much larger space to swipe on and, as a result, you have to make a greater effort".
SP8 said, "I would take the phone to on-site navigation". He added: “The phone is smaller, the
gestures are shorter, so the mental image is created more quickly". SP9 said: "At the end, I felt I
was able to realize the tasks a bit better, I like the idea of the phone, it is less cumbersome”. He
also said: “I hesitate between the tablet and the phone, but I find the phone simpler”. Although SP6
preferred the tablet, she mentioned that for everyday use, she would probably take the phone. SP7
also preferred the tablet; however, she added that the phone would be safer in the street because of
its small size. SP7 expressed worries about the tablet’s breakability. She said she would like to bring
the tablet with her, but she added that “the phone would be safer” because the tablet can easily be
“bumped”. SP5 prefers the tablet, but she said that she would use the phone with a stylus. We gave
her a stylus at the end of the experiment for testing on a new map. She said: "I need to get used to
it, but it’s even easier" compared to finger exploration. As previously mentioned SP5, SP6, and SP7
are users with VI whereas SP1, SP3, SP4, SP9 are legally blind. The preference for the tablet may be
related to the fact that participants with VI can eventually use residual vision to help in reading the
maps. Blind users feel that they can manage with their smartphone.

5.3.3 A Useless Challenge for Two Participants. As mentioned in the details (Table 2), SP2 does not
have independent mobility. She is always moving with a human guide. She explained that she does
not want to “clutter up” her life and prefers to prepare her journeys with someone.She explained
that she is not using technologies a lot in her daily life. SP10 found all three devices challenging
due to the use of a single finger for exploration. However, she acknowledged the potential value of
the concept saying that: “The concept is good, it would be suitable for people who have a better
spatial representation than me”.
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Fig. 8. a) The experimental location from Google Maps, b) The audio-vibratory map corresponding to the
location on the phone, the path is illustrated in pink for illustration purpose, c) and d) participants exploring
the map at the first YAH location.

6 Follow-Up Study in the Field
We conducted a follow-up study on the university campus with two participants, in order to address
RQ#4 : Is an AV-YAH map prototype usable in a real-world setting?

6.1 Participants
As we did not need naive participants, we recruited participants SP1 and SP3 from the previous
lab study based on their geographical proximity. They gave informed consent to participate in the
study.

6.2 Materials and Methods
We selected a location on the campus that includes a crossroad with two pedestrian crossings,
and which was not known by the participants (see Figure 8). We created two AV-YAH maps
corresponding to the entrance of the two pedestrian crossings. To enhance the complexity of the
map, we added fictive buildings and transport stations along the streets. The maps featured five
buildings, one park, one car park, two transport stops, two pedestrian crossings, and two streets.
We added the three interactive points providing a general description, orientation of the map
and the YAH location. We used the same phone as in the lab conditions. The first author did the
observations, and a human observer was present to ensure safety.

6.3 Experimental Protocol
The protocol included the following six stages: 1/ Reminder of the AV-YAH map device: Participants
were free to explore another map before going on site. 2/ Onsite Crossroad Exploration: The
participant was led to the location indicated by the YAH symbol and started to explore the map.
Exploration time was not limited. 3/ Orientation Task #1: After the participant has explored the
map, we asked questions about the location of elements. Without moving, they were asked to
indicate their responses according to either cardinal directions (North, South, East and West) or
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clock face (e.g. 10am). 4/ Wayfinding task: Then, they were asked to verbally describe and do the
route to the cafeteria (see Figure 7). This route includes two pedestrian crossings and two turns.
5/ Orientation Task #2: After having travelled the first crossing and first turn, while they were
facing the second pedestrian crossing, we asked the same orientation questions again. If needed, the
participants were offered a second map with the updated YAH location to verify their answers. 6/
meCUE survey: Back to the lab, we asked open-ended questions based on the meCUE questionnaire
to gather detailed feedback on their experience.

6.4 Results
Table 5 summarizes the time spent on each task.

Table 5. Time spent on each task.

Participant Time Re-
minder at
Lab

On-site Ex-
ploration

Orientation
Task #1

Wayfinding
Task

Orientation
Task #2

Overall
Time

SP1 4 min 1 min 2 min 30s 3 min 20s 1 min 10s 12 min
SP3 6 min 5 min 8 min 1 min 30s 3 min 23 min 30s

6.4.1 Experimental Results. The participants answered orientation questions by referring mostly
to the clock face and by pointing the direction with their hands.
SP1 was confident about his own answers and did not wish to explore the second map. He

successfully answered all orientation questions and accurately completed the wayfinding task. He
did not have any hesitations during the test.
SP3 initially struggled to orient herself using the phone, turning it around and expecting the

map to update. We clarified that the map was only a static prototype and could not update in
real-time. After being more confident in her own location, she waited for a passing car to check for
the street orientation. Then, she successfully answered all the orientation questions and accurately
described the path to the cafeteria. When reaching the second pedestrian crossing, she answered the
orientation questions and checked the responses on the second map. She completed the wayfinding
task without difficulties.

6.4.2 Participants’ Feedback. Both SP1 and SP3 mentioned that the AV-YAH map is useful for
understanding and navigating the crossing.

SP1 said that he would use the mobile AV-YAH maps if available, mentioning that learning about
crossroads with this device would be very helpful. He mentioned that, when his sight was better,
he was using visual printed maps while travelling. He considers that using this device in real-time
when facing a crossroad would be a good option for travelling confidently and safely. He added:
“We could replace the current apps with the AV-YAH map because the existing apps don’t inform
me if there’s a bakery nearby. But with this map, I can discover all the surrounding elements”.
SP3 said that AV-YAH maps could be very useful for traveling. She would use it if they were

dynamically updatable.

7 Discussion
In this study we designed and evaluated a portable AV-YAH map for managing crossroads. Based on
previous results in the literature, we had the hypothesis that participants would prefer audio-tactile
maps and would perform better with them. Indeed, relying on the presence of tactile cues, the
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exploration of tactile maps can convey a good mental image of the drawing [13, 19]. Conversely,
the absence of tactile cues when using audio-vibratory feedback makes tactile exploration and
interaction with the device more challenging [43]. In addition, our participants are tactile reading
experts, and we were expecting that they would prefer tactile maps and perform better on them
because they are used to them.
However, the results do not show any significant differences in terms of cognitive mapping

performance, between AV-YAH maps – whether on smartphone or tablet – when compared to the
baseline audio-tactile YAH map. Our main objective in this study was not to show that AT-YAH
maps are more efficient than AV-YAH maps, or the opposite. Indeed, because of the need of tactile
overlays, AT maps are not usable during on-site navigation. Conversely, our main contribution is
that AV-YAH maps displayed on tablets or smartphones are usable in real settings. These results
are in line with [1, 4, 17, 33, 46], showing the efficiency of vibratory cues to understand virtual
drawings. In [1], the results show that participants with VI can accurately locate points of interest
on an audio-vibratory indoor map after a familiarization phase. In [33], authors designed a useful
phone application to help PVIs in wayfinding tasks by guiding them with audio-vibratory feedback.
We found that the tablet-size AV-YAH map provided significantly more positive emotions and

significantly fewer negative emotions compared to the smartphone-size AV-YAH map. This result is
in line with [24], showing that the design of smartphone-based assistive applications is challenging
because of the small size of the device and the lack of tactile cues or buttons. However, smartphone-
based assistive technologies are emerging, and our participants highlighted the benefits of the
smartphone. Interestingly, we observed that this preference could be related to the visual status.
Blind users prefer the phone because it is easier to handle, and they cannot rely on residual vision
to eventually read on the tablet screen. This question should be addressed in a future study.
After the promising results in laboratory conditions, we did a follow-up study to explore the

effectiveness of the AV-YAH map in a real-world setting. This follow-up study was particularly
important because the stress of navigating busy streets with traffic noise can potentially affect
how well participants can use the AV-YAH map. The real-world test conducted on the university
campus with two participants, showed that the AV-YAH map was considered as useful and efficient
for understanding the crossroad with surrounding elements and identifying the path to a nearby
location. This result is in line with Giudice et al. study showing that a tablet-size audio-vibratory
map can support cognitive mapping [16]. The effective transfer of spatial knowledge observed
in their study is encouraging, suggesting that after exploring the on-the-fly YAH map, mobility
in the crossing could be performed safely and with fewer errors. Our study goes a step further
by showing that even with a smaller, phone-size map, and without any verbal guidance from the
researchers, participants can perform wayfinding tasks independently. This marks a significant
advancement, suggesting that participants can rely solely on the map for navigation, enhancing
their autonomy in real-world settings.

However, we observed that SP3 struggled with self-localization and expected the map to update
dynamically. This observation shows the importance for interactive, updatable, YAH maps [5]
and underscores the limitation of tactile overlays during on-site navigation. YAH maps should be
created on-the-fly, dynamically and updated in real-time based on the user’s location, similar to
navigation applications.

8 Limitations
While our study found no significant differences between the AT and AV-YAH maps in terms
of efficiency, this does not imply that they are equally efficient. An increased sample size might
reveal significant differences. Nevertheless, our quantitative results suggest that AV-YAH maps are
effective for spatial understanding and wayfinding without increasing cognitive load, subjective
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effort, or frustration. Even more interesting, our qualitative findings indicate a preference for
AV-YAH maps among users, mainly because they are portable and they can have it all the time.

Our participatory design process included novice tactile readers. However, we finally focused
on participants with tactile reading skills for the comparative study. This shift was due to the
observation that novice tactile readers often struggle with interpreting small-sized drawings. It is
crucial to recognize that the ability to read and understand raised-line graphics - including maps
- is not an innate skill for PVIs [11, 36]. According to [11] "The maps reader must be trained to
recognize and understand the relief material, the point and line symbols, the use of areal texture,
and the use of the key that unlocks the information on a particular map. Various techniques can
help train readers to use relief maps". As a matter of fact, proficiency in tactile reading is obtained
through training and practice. Then experienced tactile readers exhibit significantly better tactile
acuity compared to novices [42].
Our research goal was not to investigate the learning process of AV-YAH maps exploration.

Instead, we focused on designing an AV-YAH map prototype based on existing mobile devices,
considering the needs and preferences of the potential users. An alternative research question
could be: How to design simple YAH maps that are accessible to novice readers? This question was
out of the scope of our current study and could be addressed in a future work.

9 Conclusion and Future Works
Despite the availability of several commercial tools aiming at self-localization and wayfinding, such
as Soundscape or Ariadne, significant gaps remain in their functionality. Soundscape helps localize
POIs in the vicinity but does not provide an overall mental representation of complex places - such as
road crossings - and its effectiveness in finding POIs was tested only with sighted participants [10].
Ariadne, while providing user location along with street and building numbers, lacks the precision of
our YAH map, as it does not include the locations of crucial landmarks such as pedestrian crossings,
building names or transport stations. The most comparable tool to date is an experimental device
mentioned in [45], which has the disadvantages of a high cost and lack of portability. Future studies
should conduct large-scale, in-field evaluations to compare the advantages of AV-YAH maps with
existing technologies, such as Soundscape or Ariadne. Specifically, these studies should assess
whether users can achieve the same level of spatial understanding and cognitive mapping with
each of these devices. Such evaluations should also explore user preferences for haptic versus
auditory feedback. If users can achieve comparable cognitive mapping across devices, preferences
for feedback types could significantly influence the usability and adoption of these tools. Identifying
these preferences and understanding their impact will provide valuable insights into how to enhance
effectiveness and user satisfaction, and will also allow for the exploration of their complementarity
Our study introduces a new approach for creating on-the-fly AV-YAH maps that are usable

by VI users. Such AV-YAH maps can convey spatial understanding about an unknown location
and assist in navigating it. In terms of implementation, we relied on recent results regarding the
automatic creation of adapted maps [21], augmented with audio descriptions [23]. Online services
such as TMAP (Tactile Map Automated production), TMACS [28] (Tactile Map Automated Creation
System), Mapy.cz, and others, rely on OSM data to generate tactile maps at various scales. These
maps can include essential geographical information such as pedestrian crossings, streets, and
buildings, as well as other important features for independent navigation such as transportation
stations, urban furniture, etc. [21, 44]. A recent study shows that it is possible to create adapted
maps of crossings with appropriate layout, elements and styles [44].

In addition to the automatic creation of the YAH maps, automatic creation of verbal descriptions
has also been introduced by Kalsron et al. [23]. Interestingly, the authors envision the generation
of located textual descriptions that can be integrated into a multimodal accessible map. With such
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a service, it is possible to create verbal descriptions attached to different locations on the map.
Clearly, one could rely on all these new services to design audio-vibratory mobile YAH maps with
verbal descriptions that are generated on the fly, according to the current location of the user.

Using on-the-fly YAHmaps could empower PVIswhenmoving around the city, thereby improving
independent mobility and hence inclusion. Future work may consider two aspects: the first one
would be the integration of this concept into a smartphone application. Users could access it on
demand, from any location and at any time. A real-life scenario would involve users stopping
by when approaching a street crossing and switching from their traditional guidance app to the
AV-YAH map app. They could then explore the crossing freely, instruct their path preference to
the navigation app and restart independent navigation with better knowledge about the crossing.
In our mobility scenario, the user travels with a turn-by-turn navigation app and can stop at any
location, such as a complex crossroad, to open the YAH map app on their phone, which represents
the scene in front of them. Thus the map respects a forward-up alignment [27, 29], similar to
static visual YAH maps. As the user stands at the same location, the YAH symbol remains stable,
but the map updates dynamically according to the compass orientation of the smartphone. This
approach aims to make accessible mobile YAH maps similar to the physical YAH maps displayed
on terminals. Such a scenario would improve spatial awareness and independent choices while
decreasing inappropriate judgements and hazardous behaviors. This scenario is realistic considering
the results of a large-scale analysis of data from the iMove app [22]. iMove is a mobile app that
supports the orientation of PVIs, and the data contains millions of interactions by thousands of
users over a year. The analysis shows that app users prefer receiving navigation notifications while
moving but perform actions while stationary. The most common action is reporting the current
address, highlighting the importance of the YAH spot.

Another application could be the development of a serious game allowing users to face challenging
situations at home using their tablet or smartphone. In the game, they could face crossings of
different complexities and answer questions regarding orientation, points of interest and wayfinding.
Such a game would probably help to increase general navigation skills and decrease the stress
before a journey.
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A Appendix
A.1 Mean Time Results

Fig. 9. Mean time to find one point of interest (left), and mean time to perform one wayfinding task (right),
for each device (95% CIs).

A.2 NASA Task Load Index Results

Fig. 10. NASA Task Load Index Results (from 0 to 100), for each device 95% Cis.
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A.3 meCUE User Experience Results

Fig. 11. meCUE user experience results. Significant differences are indicated with * (𝑝 < 0.05) and **
(𝑝 < 0.01).
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